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Abstract 

We present a measurement of the inclusive jet cross section in pp collisions at 6 = 1.8 

TeV at the Fermilab Tevatron using the Collider Detector at Fermilab (CDF). Good 

agreement is seen with the predictions of recent next-to-leading (U(af)) predictions. 

The dependence of the cross section on clustering size is measured. An improved 

limit on A., a term characterizing possible quark substructure, is set at 1.4 TeV (95 

% CL). 

Recently, calculations of the inclusive jet cross section, u@p + Jet +X), have 

become available at next-to-leading order (U(af))[1,2,3]. The new QCD predictions 

explicitly include jet definitions at the parton level which can be directly related 

to experimental jet algorithms. This property allows a comparison of the jet cross 

section to theory for different effective jet sizes and is not a feature of the leading order 

(0(at)) calculation. In addition, the reduction of both experimental and theoretical 

uncertainties have improved the precision of the comparison of data to QCD. A data 

sample of 4.2 pb-’ from an extended run of the Fermilab Tevatron pp Collider has 

given a measurement of the inclusive jet cross section over 7 orders of magnitude, 

from 35 to 450 GeV in transverse energy. The increased data set has also allowed an 

increased sensitivity to the presence of possible quark substructure. 

The CDF detector has been described in detail elsewhere [4]. The detector el- 

ements most relevant to this study are the central calorimeters, which cover the 
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pseudorapidity range 1111 5 1.1 (7 E -lntan(0/2) and 6’ is the polar angle with 

respect to the beam). These calorimeters are segmented into projective towers of 

Aq x A4 = 0.1 x 15O. The detector was triggered on the presence of a localized clus- 

ter of energy in the calorimeter [7]. In order to span a large range of cross sections, 

three separate thresholds were imposed on the transverse energy, Et, of the trigger 

clusters of 20, 40, and 60 GeV. The 20 and 40 GeV triggers were prescaled to accept 

1 in 300 and 1 in 30 events, respectively. 

Jets were identified using a cone algorithm, described fully in (71, based on the 

measured event vertex as the origin. Contiguous seed towers with Et > 1 GeV 

were selected to form preclusters. Using the Et weighted centroid of preclusters as a 

starting point, jet clusters were formed by including all towers with Et > 100 MeV 

inside a cone of radius R = dm. A tower is included in a cluster if its 

center is inside the cone, otherwise it is excluded. If a cluster shared more than 75 70 

of its energy with a cluster of higher energy, the two were merged together, otherwise, 

they were defined as separate, and towers common to both clusters were assigned to 

the jet with the nearest centroid. Jet energy, E, was determined using a scalar sum 

of tower energies in the cone. Et was taken as E sine, where 0 was taken from the 

angle between a line drawn from the cluster center to the event vertex position and 

the beamline. The above algorithm is very similar to the jet definition employed at 

the parton level in producing the U(a:) predictions for comparison [3]. The jets were 

clustered using 3 different radii, R = 0.4, 0.7, and 1.0, to examine the R dependence. 

A set of cuts was placed on the data to ensure uniform acceptance. The event 

vertex was required to be within 60 cm of the center of the detector along the beamline. 
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In order to ensure a triggering efficiency for clusters greater than 98 %, thresholds 

were placed on the minimum offline cluster Et for each trigger. These were 35, 60 

and 100 GeV for the 20, 40 and 60 GeV triggers respectively. These cuts were based 

on the ofline cluster efficiency determined in the region of Et where the data from 

different triggers overlapped. Backgrounds from cosmic ray bremsstrahlung were 

rejected with better than 99.57 ffi o e ciency using criteria nearly identical to those 

described in reference [6]. Finally, jets in the sample were required to have 0.1 5 

171 5 0.7 to ensure uniform detector response and good containment in the central 

detector. 

The measured jet Et spectrum is distorted due to several effects. First, the low 

energy response of the calorimeter to single hadrons is nonlinear, but is linear for 

photons and electrons. The jet energy measured in the calorimeter is a convolution 

of the single particle response with the jet fragmentation spectrum. This, when corn- 

bined with energy losses in uninstrumented regions, can give rise to a mean response 

that is typically less than the true jet energy. Secondly, the effect of the broad jet 

energy resolution on a steeply falling spectrum distorts the measured spectrum. The 

RMS resolution for jets in the range 35 5 Et 2 200 GeV can be approximated by 

c~,,,# = O.lE, + 1 GeV. Finally, the underlying event not associated with the hard 

scattering process can contribute energy into the clustering cone which should not be 

included in the jet energy. The average Et density (uncorrected for nonlinearities) 

from the underlying event was measured in regions of the calorimeter far from jet 

clusters and was approximately 1.2 ?c 0.3 GeV per unit area in the 71 - 4 plane. No 

energy corrections were applied for energy falling outside of the clustering cone, as 
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this, in principle, should be taken into account by the next-to-leading order calcula- 

tions [2,3,&J]. 

The effects of resolution smearing and loss of energy associated with calorimeter 

nonlinearity, were determined and corrected using the following procedure. The re- 

sponse of the calorimeter to hadrons between 0.5 and 250 GeV was determined from 

test beam data and isolated tracks in the central tracking chamber. The fragmenta- 

tion spectrum was also measured using the charged particle [9]. A detector simulation 

incorporated the response of the calorimeter to single hadrons, including the effects 

of variable response across the face of towers. This simulation was combined with an 

event generator which used a Field-Feynman [lO,ll] fragmentation scheme tuned to 

reproduce the jet data. The response of the detector to jets was parameterized for 

the Et range 10 to 500 GeV, and, in conjunction with the raw jet spectrum, was used 

to determine an unfolded jet Et spectrum. This procedure corrected for all effects 

described above and was performed separately for each clustering radius, R. 

We assign systematic uncertainties to the data based on our knowledge of detector 

effects and jet fragmentation. The largest uncertainties come from the modeling of 

the calorimeter response [12]. B ecause of the steeply falling Et spectrum a small 

error in energy scale can generate large uncertainties in the cross section. For values 

of jet E, above 80 GeV, the uncertainty on the cross section is typically 22 % and 

is independent of Et. Below 80 GeV, the uncertainty rises as high as 60 %. These 

uncertainties are smaller than those reported in previous measurements of the jet 

cross section [6,13]. 

The cross section for a clustering radius R=0.7 is shown in figure 1 along with 
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a prediction from next-to-leading order QCD [3] using the HMRS set B [14] parton 

distribution functions, with the renormalization scale choice ~1 = Et. The data are 

presented as an average over the pseudorapadity interval 0.1 < 171 5 0.7, and are 

shown in table 1. The predictions and the data show good agreement over 7 orders of 

magnitude of cross section and Et ranging from 35 to 450 GeV. In figure 2 the ratio 

of (data theory)/theory is plotted to show the level of agreement on a linear scale. 

The 0(a:) calculation using the HMRS set B parton distribution function serves as a 

reference (i.e. is zero in figure 2). To illustrate the variation associated with different 

parton distribution functions, we have also shown curves derived from other sets 

[14,16]. All normalizations in figures 1 and 2 are absolute. Et dependent systematic 

uncertainties are included in error bars; the Et independent uncertainty is indicated 

in figure 2 as the horizontal dotted lines. The Et dependent systematic uncertainties, 

which dominate at Et < 150 GeV, are highly correlated from point to point. For 

R=0.7, the U(ai) cross sections have a theoretical uncertainty associated with higher 

order diagrams which have not been calculated. This uncertainty is estimated from 

the sensitivity to the choice of renormalization scale, p, which is used for evaluating 

the strong coupling constant a,(p) and for the evolution of the parton distribution 

functions. The scale, JL, was varied between Et/4 5 p 5 Et, and gives a cross section 

variation of r 10 %, which i s substantially smaller than the corresponding uncertainty 

(x 50 %) for the leading order 0(af) calculation [17]. 

We have made a quantitative comparison of the data to the U(a:) predictions 

using four recent parton distribution function sets (HMRS sets B and E; MT sets B 

and S) [14,16], by normalizing the theory to the data. This is done by minimizing a x’ 
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which takes into account systematic uncertainties and correlations from point-to-point 

and was performed for Et 2 80 GeV to minimize systematic uncertainties associated 

with the Et scale. The normalization constants were 1.15, 1.13, 1.27 and 1.29 for 

HMRS sets B,E, MTS sets S and B respectively. The deviation of the normalizations 

from unity is of the same magnitude as the uncertainty (G 20 %) on the cross section. 

We can then use the resulting xz values to determine how well the shape of the 

theoretical predictions agree with the data. The confidence levels associated with 

these were 19 %, 0.1 %, 49 % and 56 % respectively for the above sets of parton 

distribution functions and 30 degrees of freedom. HMRS set B, MT sets S and B give 

acceptable fits, and the shape of HMRS set E is inconsistent, mostly in the region 

between 80 and 250 GeV. 

The variation of the jet cross section as a function of clustering radius, R, is 

shown in figure 3 for jets of 100 GeV Et, along with O(C$) predictions (MRSB [15] 

parton distribution functions) with three different choices of renormalization scale, 

~1. Only statistical errors have been plotted with the data. The curves represent the 

typical theoretical uncertainty on the R dependence of the cross section and exhibit 

a smaller uncertainty near R=0.7 than for other values of R. We fit the data to the 

function A + B In R where A and B are free parameters [8]. The result of the fit is 

A = 0.79 * 0.02 nb/GeV and B = 0.49 f 0.03 nb/GeV. The derivative of this function 

with respect to R, evaluated at R=0.7 is 0.70f0.05 nb/GeV, compares favorably to 

an U(az) prediction of 0.5f0.2 nb/GeV [18,19]. 

The presence of quark substructure can appear as an enhancement of the cross 

section at high Et. This effect is conventionally parameterized in terms of a 4-Fermi 
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interaction of unit strength between left handed quarks, characterized by the constant 

A, with units of energy [20]. In order to search for quark substructure, predictions for 

the inclusive Et spectrum for different parton distribution functions and values of A, 

have been compared to the data. Only leading order (o(a:)) calculations that include 

this contact term are available at present. Because of this, we have fit the data using 

a cone of R = 1.0 to minimize the effects of energy outside of the cone. The fits are 

performed by normalizing the predictions to the data using an overall multiplicative 

factor in the region 80 5 Et < 160 GeV, where contributions from the contact term 

for A, 1 750 GeV are negligible. The fitted curves are then extrapolated to the region 

Et 2 160 GeV where they are compared to the data. The comparison with data takes 

into account Poisson statistics for bins with a small number of entries, and also the 

correlations associated with systematic uncertainties. We have used only recent sets 

of structure functions for this test (HMRS sets B and E, MT sets S, B) [14,16]. The 

set HMRS set E was excluded due to poor fits in the normalization region. A lower 

limit of 1.4 TeV is set on A, at the 95 % confidence level. This represents the most 

conservative limit from the above structure functions (HMRS set B). The largest 

contribution to the x2 in this limit comes from the region 200 < Et 5 300 and the 

absence of events above 420 GeV. The Compton wavelength, X = k/&c, associated 

with this limit is 1.4 x lo-’ Fm. 

To summarize, we have measured the inclusive jet cross section in pp collisions at 

6 = 1.8 TeV. The data span 7 orders of magnitude in cross section, and include the 

highest values of Et measured to date, allowing a stringent test of both higher order 

QCD and possible quark substructure. Next-to-leading order QCD calculations give 
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a reasonable description of the data. The variation of jet cross section with clustering 

radius, R, is consistent with a next-to-leading order (O(c$)) calculation [3]. Finally 

a search for possible quark substructure has given a lower limit of 1.4 TeV (95 % CL) 

on the compositeness energy scale A,. 
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Table 1: Jet cross section for a jet clustering cone size of 0.7. Systematic 
uncertainties have a large degree of correlation from bin to bin. 

Mean 
E, (GeV) Cross Section f Statistical & Systematic (nb/GeV) 

10.06 75800 f2030 $53700 - 68300 
14.99 11400 h7.33 f6640 - 9080 
21.82 2400 +307 +935 - 1330 
28.71 279 f128 - 91 +218 - 310 
35.48 188 f7.53 +67 - 95.4 
41.63 77.4 f1.08 $27.5 - 37.7 
47.61 37.1 f0.715 $12.8 - 16.8 
53.54 20.1 f0.520 $6.41 - 8.01 
59.93 10.5 f0.373 +3.26 - 3.80 
66.23 6.27 f0.286 +1.77 - 1.89 
72.29 3.77 ho.0679 +1.03 - 0.999 
78.15 2.49 f0.0550 f0.652 - 0.563 
83.81 1.79 f0.0467 +0.434 - 0.357 
89.31 1.17 f0.0378 +0.298 - 0.245 
94.82 0.818 f0.0318 $0.208 - 0.171 
100.19 0.574 rkO.0267 $0.149 - 0.122 
105.60 0.427 ho.0231 +0.107 - 0.0884 
111.04 0.321 f0.0200 $0.0783 - 0.0645 
116.44 0.219 f0.00312 +0.0579 - 0.0477 
121.76 0.166 ~tO.00272 +0.0434 - 0.0357 
127.12 0.122 10.00233 $0.0328 - 0.0270 
132.49 0.0926 rkO.00204 $0.0249 - 0.0205 



Table 1 continued... 

Mean 
Et (GeV) Cross Section 

137.77 0.0712 
* Statistical f Systematic (nb/GeV) 

f0.00179 +0.0192 - 0.0158 
143.05 0.0552 f0.00158 
148.48 0.0440 f0.00141 
153.71 0.0344 f0.00125 
158.93 0.0283 f0.00114 
164.25 0.0219 ~0.00100 
171.89 0.0165 +0.000618 
182.20 0.0111 10.000508 
193.04 0.00656 f0.000392 
203.47 0.00368 f0.000294 
215.73 0.00256 ?c0.000202 
231.88 0.00157 f0.000159 
246.86 0.000902 f0.000121 
264.86 0.000470 f0.0000872 
281.96 0.000381 f0.0000685 
302.22 0.000198 +0.0000630 - 0.0000490 
322.87 0.0000867 +0.0000468 -0.0000321 
343.88 0.0000621 $0.0000422 - 0.0000269 
380.72 0.0000252 +0.0000246 -0.0000137 

f0.0149 
$0.0115 

+0.00905 
$0.00716 
+0.00567 
$0.00408 
$0.00266 
+0.00173 

$0.00116 
$0.000733 
$0.000412 
+0.000247 
+0.000137 

+0.0000801 
$0.0000436 
+0.0000241 
+0.0000135 

t0.00000523 

- 0.0122 
- 0.00948 
- 0.00745 
- 0.00589 
- 0.00467 
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Figure 1: Inclusive Et spectrum for a cone size of R = 0.7, averaged over the 

pseudorapidity interval 0.1 < 171 5 0.7. The curve represents the predictions of a 

next-to-leading order QCD calculation by S. Ellis et al [3]. The error bars on the 

data represent statistical and Et dependent systematic errors. An overall normaliza- 

tion uncertainty is also indicated. 
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Figure 2: The inclusive jet Et spectrum compared to theory as the ratio of 

(data-theory)/theory. The horizontal dashed lines indicate the Et independent sys- 

tematic uncertainty on the data, while the error bars include the El dependent part. 

The ~?(a:) prediction using the HMRS set B [14] structure function set is used as a 

reference. The predictions using other sets of structure functions are also shown. 
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Figure 3: The variation of jet cross section with clustering cone size, R, for jets of 

100 GeV Et. Statistical errors only are plotted on the data points. An overall, R 

independent, systematic uncertainty is also indicated. The CUIWS represent a range 

of theoretical predictions associated with different choices of renormalization scale, p, 

using the MRSB [15] parton distribution function. 
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